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Abstract T, eliminate the intrinsic problem associated with electrical

interconnectivity, multiplexing/ demultiplexing (e.g., 1:1024 and 1024:1 2n
technology was employed to minimize optical channels. Thig approach sig-

the signals increases. This makeg using bulky, expensive, terminated coaxial in-

Key Words Optoelectronic interconnects, polymer-based photonic integrated circuit, optoelec-
tronic integrated circuits.
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plane for multiprocessor machines increases.

The propagation time does not affect the maximum data rate of an uncom-
pelled asynchronous block transfer (such as the source-synchronous block transfer
(SSBLT) which is proposed for addition to the VME standard). However, it does
limit other types of bus transactions: address transfers, handshaked single-word

outnumber writes by 2 to 1, Sweazey calculated the sustained throughput as a
function of block transfer speed (burst speed) and of the number of bytes per
transfer. For 64-byte transfers, the calculated sustained throughput is 196 MB/
sec for a burst rate of 400 MB/sec, and 384 MB/sec for Infinitely rapid block
transfers.

The propagation speed for the electronic bus is at present greatest for
backplane-transceiver logic (BTL) backplanes such as F uturebus: about 0.18 c,
giving a 15 ns round trip time for a 40 cm backplane. This cannot decrease by
much, since it is based on the extremely low driver capacitance of 5 pF/driver
provided by BTL..

Uncompelled block transfers are limited by bus line skew. The principal cause
of this is speed variations (time jitter) between transceiver chips. This jitter is
at least 5 ns even for a well-designed set of transceivers. This means that there
will be a total skew between data lines and strobes of up to 20 ns from transmis-
sion to receiver latching. In addition, there may be skew in the transmission lines
themselves, due to unequal capacitive loading, unequal distances to AC grounds,
or for some other reason. (Futurebus transmission lines are purposely skewed to
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For a fixed wavelength, the deviation due to wavelength spreading is given by
tag = 0| S50 | 4y | 1
¢ - )\ cos ¢ 3y ( )

where ¢ is the distance from the TIR hologram to a detector or to a laser diode,
¢ is the vertical 3-D hoard-to-board coupling angle (¢=0 for vertical coupling
shown in Fig. 1), and &’ is the TIR grating tilt angle. For a setup with AN =4 um,
6'=60° £=10 ym, and A\=1 ym, we have tA¢=32 yum. A photodetector with
32 pm linear dimension of active area is capable of providing a multi GB/sec
demodulation speed. Therefore, implementation of a real time signal demodula-
tion scheme similar to that of Fig. 3 is enough to provide the speed requirement.
Therefore, the high-efficiency coupling from SEL to backplane polymer-based
optical bus can be easily realized.

The previous section demonstrates the ability of optical technology to emu-
late present electronic bus technology. This section considers physical details of
implementation, with particular attention paid to preserving compatibility with
present boards developed for some particular bus. '

Figure 5 shows a circuit with which an electronic transceiver utilizing an
open-collector driver can connect to the optical bus line. Such a circuit is neces-
sary to allow the use of present boards, since only one line connects the trans-
ceiver (located on the plug-in board) to the bus line through the board connector. .
It is essential for this circuit that the buffer driven by the photodiode be able to
pull down the receiver line below the threshold of the lower voltage level (e.g.,
0.8 V for TTL and negative for ECL) but not sink enough current to cause the
laser diode to reach threshold. Fortunately, this is not difficult because of the
strongly nonlinear current-voltage characteristic of the laser diode.

The circuit in Fig. 5 can be integrated into a compact three-pin surface-mount
optoelectronic integrated circuit (OIC) as shown in Fig. 6. Part (a) shows the
package layout, and (b) shows the optical waveguide connections to the QIC.
Each bus line consists of two optical waveguides, one OIC per plug-in board,
couplings and stub waveguides, and power and ground lines (metal traces) to
power the OICs.

+ V.

Ry

{>OE oA LD
; /\/R\z/\fo<}§%
AN D

LU
Electronic transceiver

Fig. 5. Aninterface circuit allowing a single-line transceiver
to drive the optical bus line. Resistors R; and Ry are
chosen so that the driver can power the laser diode,
but the detector buffer cannot.
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Fig. 7. High speed photodetector using CMOS technology,
interconnection between backplane optical bus and
silicon detector and CMOS invertor/amplifier.

Current photonic and electronic technology, presents significant challenges to
device and Systems engineers. In Particular, it requires a level of optoelectronic
integrated circuit technology which is still beyond our present capabilities. Hence,
hybrid technologies combining both [I7-V and Si technologies present an excel-
lent Opportunity for the realization of such high density backplane optical inter-
Connects and indeed the hybrid approach may be a valuable technique for future
military and civilian applications.

The arrangement shown in Fig. 7 requires a significant modification of
the interface, Modulation and demodulation speeds, however, are much faster
(multiGbit/sec/busline).

There is a trade-off between speed and detection limit (sensitivity) in PD
devices. For instance, in PIN detectors, the detector junction capacitance in-
Creases linearly with the detector active area:

CD mAD- (2)

This implies that the maximum intrinsic speed (finax) of @ photodetector de-
vice is inversely proportional to the detector area

Fimax o /TID’ (3)

Optimum PD device designs on InGaAs/InP should maximize the ratio of
active PD area to total PD device area. This will help with the PD figure-of-merit
which is speedxsensitivity. The Si PD device designs can be made compatible
with advanced CMOS technologies.

Massively-parallel processors may employ optical Interconnects with wave-

length division multiplexing (WDM) or time division multiplexing (TDM). In this
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5. Bus protocols

This section will discuss the general features of bus data transfer protocols;
the goal is to present the major types of protocols in order to be able to assess
the maximum potential data transfer speeds of each. To make the ODB trans-
parent to the current existing VMEbus subsystem, equivalent protocols will be
used for the optical bus.

We will concentrate on the mechanism of synchronization of data transfers
between one board and another, and not on the many other tasks taken care of by
the protocols, such as arbitration of bus requests and of interrupts. For high-data-
rate applications, the block transfer of large amounts of data must be made as
rapidly as possible. (It must, however, be noted that this is not the only problem.
Even if block transfers were infinitely fast, the overall throughput would remain
finite due to bus contention, addressing, and so on as addressed in the study by
Sweazy discussed previously.)

Assume that device A is continuously sending data to device B. The bus
must provide a mechanism for both devices to base their timing. There are three
general types of transfer protocols: synchronous, uncompelled asynchronous,
and compelled asynchronous.

5.1 Synchronous data transfer In general, the term ‘synchronous’ means
in step with an externally imposed clock signal. In the present context, a syn-
chronous bus provides a bus clock line whose rising and/or falling edges are
signals for data transfers to take place. See Fig. 8. In the figure, it is assumed
that both devices are already enabled; for example, device A might be asserting
a line labeled ‘ready to send,’ and device B might be asserting a line called ‘ready
to receive.” Upon receipt of the rising edge of the clock CLK, device A asserts the
data on the data lines D0-D31. Device B, upon receipt of the falling edge of CLK,
latches the data into its receivers. The cycle repeats with each clock cycle.

The clock half-period 7 is chosen to allow for settling time, if any, of the data
lines and for clock skew. An important feature of every synchronous bus protocol
is that the transfer speed is determined once and for all by the bus specification.
For example, the NuBus microcomputer bus has a 10 MHz clock. When a syn-
chronous bus is introduced, the clock speed must be compatible with then-current
technology; the bus cannot ‘grow’ with improving board speeds. For this reason,
synchronous buses are avoided in high-data-rate applications.

i Receiveri Sender
i latches i re-asserts
data i  data lines
Sender
releases
data lines

asserts
data line

Fig. 8. Timing diagram for synchronous data transfer.
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5.2 Uncompelled asynchronous data transfer As will be shown, this type
of protocol is potentially the fastest for block data transfers. The bus timing is
controlled by the data sender rather than by the bus itself. The timing is just as
in Fig. 8, except that the bus clock CLK is replaced by a strobe driven by the
sending board.

As in the synchronous transfer, the receiving board does not have the oppor-
tunity to confirm the receipt of the data. (This is the meaning of “uncompelled”:
the receiver cannot force the sender to slow or halt the transmission.) The transfer
speed is left up to board designers. In general, no transfer can take place more
rapidly than the slowest board in the system can handle, unless special arrange-
ment is made: a fast sender might have two sending modes, one at normal speed
and one at a high speed, with selection based on some system-defined flags en-
coding the receiver type.

Since the timing signals originate from the sending board, they travel the
same backplane distance to the receiver as the data signals. To the extent that
transmission skew can be eliminated, the timing signals thus arrive at the same
time as the data, independent of location on the backplane. The sender need not
wait for confirming signals from the receiver, so the transfer rate is not limited
by absolute propagation time but by skew.

5.3 Compelled asynchronous data transfer Compelled protocols specify
an exchange of signals (handshake) between sender and receiver upon each
transmission. See Fig. 9. The sender must continue to assert the data lines until
it receives the data acknowledge signal DAQ from the receiver.

The transfer speed is thus controlled by both sender and receiver; either can
operate as slowly as it needs to. Only if both boards are fast will the transfer
rate be high.

This feature is very convenient for system and board designers, since the bus
may be designed to a maximum speed much higher than present boards can use,

Setting/skew

time
-t [ i H
}

Sender | Sender releases data
asserts ! i and strobe lines
data lines | Receiver
Sender acknowledges

asserts  data and latches it
data strobe

Fig. 9. Timing diagram for a compelled asynchronous data transfer.
The transfer is initiated by the sender, which asserts the data
lines DTA, waits a settling/skew time, and asserts the data
strobe DS. The receiver, seeing DS, latches the data and asserts
the data acknowledge DAQ. The transmitter releases the data
lines upon receiving DAQ.
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while each board can be designed for any speed without constraint by faster or
slower boards. The buses described below, FASTBUS, Futurebus and VMEbus,
all employ compelled protocols. (FASTBUS employs an uncompelled asynchro-
nous protocol for high-speed block transfers and a compelled protocol for all
other transfers.)

The maximum transfer speed of any compelled protocol is limited by absolute
propagation delay, since the data must be asserted during the time of propaga-
tion to the receiver plus the propagation of the acknowledge signal back to the
sender. Therefore, compelled transfers take place in a time whose lower bound
is twice the propagation time between sender and receiver. This lower bound is
largest for transfers between boards at opposite ends of the backplane.

5.4 VMEbus Like Futurebus, VMEbus evolved as a 39-bit computing stand-
ard bus. In 1981 it was placed into the public domain by Motorola, and in 1987
it became IEEE/ANSI Standard 1014—1987. VMEDbus products are more gen-
erally available than FASTBUS or Futurebus because of the wide acceptance of
the standard by mainstream computer companies, such as Sun, Silicon Graphics
and DEC. Therefore, implementation of an optical VMEbus will be beneficial
for physics research and for both military and civilian applications. As has been
described, it is the VMEbus upon which we propose to demonstrate our opti-
cal backplane technology. A more detailed description of the electrical, optical,
mechanical and protocol specifications has been given. Only the general features
of the bus will be described here.

Unlike the previous two buses described, VMEbus does not multiplex address
and data lines. This is because VMEbus developed from the different assump-
tion that the majority of bus transactions would be single-word reads or writes to
memory, rather than block transfers. By the use of non-multiplexed lines, a bus
master initiates a memory write by presenting address and data simultaneously,
which is faster than the necessary procedure for multiplexed lines, in which the
data can only be sent following the address transfer. .

Because of the large number of lines, the VMEbus consists of a backplane
with two sets of 96 lines each. TTL and ECL open-collector or tri-state drivers
are used. A VMEbus card thus has two 96-pin connectors, P1 and P2. 128 of
these lines are described by the standard, while 64 are left to the system designer.
(For 16-bit data transfers, a board needs to use only connector P1; half of the
data lines are on connector P2.) The bus lines are terminated to provide pull-up
for open-collector drivers or disconnected tri-state drivers; because of drive cur-
rent limitations, the termination is too large to provide optimal transmission-line
termination, and there is a settling time as described previously. The standard
TTL VMEDbus gives 35 ns as the standard settling interval.

6. Concluding remarks

As far as other instrumentation buses, such as CAMAC (IEEE 583), FASTBUS
(IEEE 960), and other special-purpose high speed backplane buses are concerned,
the physical layer developed is also adaptable to these buses. The polymer-based
optical bus demonstrated recently is transparent to all the higher layers of elec-
tronic bus systems and can be applied to all buses of interest (VME, Futurebus,
CAMAC, FASTBUS, and other high performance backplane buses) including
the most advanced futurebus (IEEE 896.1, up to 250 Mbit/sec data highways) [9]
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Skews of up to tens of nanoseconds may occur. This input skew may cause a gate
to generate an erroneous output unless an appropriate skew delay is inserted.

Several effects preclude the use of logic in a pulsed mode. The first effect is
skew, just described. The second is slow pulse rise and fall times due to RC and
LC charging effects. A third effect is transmission-line and reflections due to
the impossibility of exact line termination. The accepted approach is to wait for
the inputs to settle before utilizing the output of a gate. Presently, for example,
the RC time constant is already slower than the time it takes for a transistor to
switch. As a result, it is very difficult to exploit the performance of ultra fast
logic gates in a circuit with traditional electrical interconnects.

The difficulties associated with this RC or RLC-dominated settling time are
not solved by VLSI. Indeed, as the length of a wire shrinks by a factor of S and
the cross-sectional area of the wire is reduced by a factor of S2, the capacitance
of the wire decreases by a factor of S while the resistance increases by a factor
of S. Therefore, the RC time constant and thus the input charging time remain
the same, independent of scaling. Given the RC parameters of VLSI, the signals
will propagate at approximately 0.5 % to 20 % of the speed of light.

Figure 1 illustrates the interconnection hierarchy for various interconnection
scenarios. The speed limit based on the previous discussion becomes more strin-
gent as the interconnection distance increases. (For example, board to board and
computer to computer interconnects) For example, the dispersion-limited 1 GHz
speed limit is for an electrical interconnect length not longer than a few milli-
meters, and the 100 MHz speed limit holds for an interconnect length not longer
than a few centimeters.

Computer to computer optical interconnections have already been success-
fully demonstrated using optical fibers. Interconnection distances from 1 m to
106 m have been realized. The present challenge is for interprocessor/memory
interconnection, where the backplane bus represents the most serious problem

Board to board
$-1m
Madule to module @ <30cm

Intra-module {MCMT) ¢ 10 cm
® 100 pm

On chip vertical NA

interconnect
Interconnection

tMultichip module distance

Fig. 1. Interconnection hierarchy.
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that is, four optical waveguides, with a separate laser diode and a separate photo-
diode for each pair. See Fig. 3. In this case, the state with no light in any wave-
guide represents the disconnected state (no device asserting) as before, while the
state with light present in the top pair (for example) indicates the asserted-high
state, and that with light in the lower pair, the asserted-low state. Note that this
scheme over-represents the tri-state line, as there is a fourth state, that with light
in both pairs of waveguides.

As in Figs. 2 and 3, laser diodes and photodetectors are located either on the
associated cardboards or on the backplane itself. In both cases, optical waves
can be easily coupled into and out of the optical bus by using a total internal
reflection hologram. The phase-matching diagrams for coupling in and out of the
ODB are shown in Fig. 4.
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Optical bus state

Light in upper waveguide pair

Tri-state logic state

Asserted high

Light in lower pair Asserted low
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Disconnected (high impedance)

Light in both pairs No equivalent

Fig. 3. The optical equivalent of a tri-state bi-directional
electronic bus line.
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Fig. 4. Phase-matching diagram for (a) coupling into and
(b) coupling out of the polymer-based optical data
bus (ODB).



[image: image27.png]88 R.T. Cuen

Ground Transceiver

(a) Package layout. (b) Optical waveguide connections.

Fig. 6. An integrated circuit version of the interface of F ig. 5.

4. Integration of detector arrays

SEL arrays are clearly the best choice for the proposed optical VME back-
plane bus. Implementation of a single optoelectronic circuit for a single VME
optical bus line was introduced in the previous subsection. The currently devel-
oped laser diode array works from 800 to 900 nm with up to 24 GHz modulation
speed and 0.3 W CW power in the main lobe. Typical arrays are 80 ym wide and
1000 pm long. For single element (~ 2 um wide) devices, theoretical 3 dB modu-
lation bandwidths are in the 30-35 GHz range. The best experimental result is
24 GHz. Other commercially available laser diodes with TTL and ECL driving
circuits at a 1 Gbit/sec are currently available through a number of vendors in-
cluding HP, Sharp and Honeywell.

For demodulation, hybrid technologies combining both I7I-V and Si techno-
logies are the best approach for high-speed receivers. High speed photodetectors
working at the 800 nm region, e.g., Si and InGaAs/InP, can be integrated either
monolithically or flip chip onto an Si-based amplifier circuit. The same GaAs
chips can contain the laser diode arrays. A typical photodetector circuit using
CMOS technology for Si is shown in Fig. 7.

The silicon photodetector is a p+-n junction diode and shares the same 7 -
Well as its PMOS transistor load. The output of the first stage (source of PMOS
transistor load and PD cathode) is connected to the input stage of a CMOS invert-
ing amplifier consisting of NMOS and PMOS transistors. The amplifier/inverter
produces digital pulses at V,, corresponding to light ON/OFF at PD.

A new feature introduced in the proposed optical backplane is that each ele-
ment of the detector array is interconnected via a guided wave optical bus. That
is, in addition to the conventional optical I/0, each element contains an inte-
grated waveguide coupled to the optoelectronics associated with that optical data
bus (ODB). Such an architecture, while perhaps being a natural outgrowth of
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as long as the appropriate protocols governing the rules of data transaction are
provided. Note that all the existing protocols for electrical buses can still be used
for the optical backplane. The only difference is that settling time and propaga-
tion delay are much smaller for optical interconnects. The data propagation speed
of the polymer-based optical bus is ~0.67 ¢ (¢ is the speed of light in a vacuum)
[10] while there is no settling time due to mismatched impedance. The projected
features of the proposed VME optical bus for highly parallel, system-wide com-
munications are summarized in Table 1 with the existing electrical VMEbus as
a reference. The technology developed in this program shall provide us with an
open bus architecture for all existing and future high performance buses.

Table 1. Projected features of polymer-based optical VMEbus
with the existing VMEbus as a reference

Feature . VME polymer-based
optical data bus Electrical VMEbus
(ODB)

1. Settling time 0 sec™ 35 nsec® [11]

2. Propagation speed 0.67 ¢” 0.05 ¢-0.1 c®

3. Bus line skew (ns) ~2 nsec® 20 nsec [3]

4. Peak operating speed 240 Gbytes/sec? 40 Mbytes/sec [12]

5. Transfer protocol Compelled Compelled
asynchronous [G] asynchronous [12]

6. Packaging density (# of bus lines/cm) 1250/cm® ~10/cm

7. Interconnectivity High? Low?

8. Data width to 32 bit® 32 hit#

9. Address width to 32 bit¥ 32 hit®

10. Number of parallel bus lines for transmission 964 96#

11. Transceiver types Open-collector driver™ Open-collector driver™

tri-state driver tri-state driver
12. Logic family ECL and ECL? TTL and ECL?

a) For electrical VMEbus line, due to impedance mismatch, bus line won'’t settle to a new steady
state for several round trip reflection times. However, the polymer-based optical bus does not
have this problem. Optical Signal can be 100 % terminated at the end of the bus line using anti-
reflection coating.

1) Polymer-based optical bus has an effective refractive index around 1.5 which gives a propagation
speed of 0.67 ¢ while electrical bus lines have a distributed RLC which limits the signal propaga-
tion speed to 0.05 ¢ to 0.1 ¢.

c) Since polymer-based optical data bus (ODB) has propagation speed ~ 1 order of magnitude higher
than electrical bus, its bus line skew can be reduced by at least one order of magnitude.

d) With 32 bit data width, we have 240 Ghyte/sec (60 Ghit x 32/sec [6], see Objective 6 for details);
analog-to-digital conversion ratio is 1 in this case. Limitations shall be imposed by the processors.

e) Previously demonstrated result [6], two orders of magnitude better than electrical packaging.

) Daisy chain architecture is implemented for electrical VMEbus. This architecture has the lowest
interconnectivity. Due to high packaging density of the ODB (1250 channels/cm), other architec-
tures such as hypercube and star, can be implemented.

g) Current VMEbus uses a minimum of 96 lines, including 32 bits wide in data, 32 bits wide in
addressing and other control lines. However, ODB can utilize wavelength division multiplexing
(WDM) to reduce the number of lines (if needed) as well as multilayer 3-D optical packaging;
see Notes c¢) and e).

h) The open-collector driver has two states, disconnected (logic level 1) and low voltage (logic level 0).
The tri-state driver has three states, disconnected, asserting low voltage (logic level 0) and high
voltage (logic level 1).

i) TTL is transistor/transistor logic, ECL is emitter controlled logic. ECL-based VMEbus lines
have lower charging time and are thus faster than TTL-based bus. For our ODB, ECL will be
implemented to reduce the charging time for modulation (electrical to optical) and demodulation
(optical to electrical).




